discrmination

Themis: Modeling, Measuring and
Mitigating Bias in Online Information
Platforms

Gender Bias in AI*

Panagiotis Papadakos

papadako@ics.forth.gr FAIAEK

B puid Thpunin Epdamail & Ko 1]

Me ™ xpnparodotnon

M ' 6
E (1 G 2 @ ¢ Evpwmaikig Evwong
A EONIKO IXEAIO ANAKAMWHL 2
; N Gender Issues in Computer Science Workshop KA ANGEKTIKOTHTAL NextGenerationEU
b The research project is implemented in the framework of H.F.R.! call “Basic research Financing

UNIVERSITY i jorizontal support of all Sciences)” under the National Recovery and Resilience Plan “Greece 2.0”
FOUNDATION FOR RESEARCH AND TECHNOLOGY- HELLAS OF IOANNINA Heraklion 27 Feb 2025 A i AT S A S



mailto:papadako@ics.forth.gr

From ‘google it’to ‘GPT it’ 3 =) @

We live in an information age where Online Platforms (OPs) filter, rank and generate
information & content

e.g., search engines, social media, news portals, recsys, .. chatbots
AI* (ML/DL) has revolutionized the domain of OPs
2013 word2vec: contextual vector representations of words
2018 BERT (bi-directional transformers): SOTA performance in NLP tasks
2023 ChatGPT: LLMs at the hands of users
Today users leverage LLMs/generative Al for diverse tasks enhancing productivity

e.g.,content generation, coding, research, customer support, brainstorming



however...



Google autocomplete (2013)

women need to |

women need 1o be put in their place
women need to know their place
women need to be controlled
women need to be disciplined




Automatic translation (2013)

-é = 0

Translate Turn off instant transiation

Bengali English Hungarian Detect language ~ ., English Spanish Hungarian ~

0 egy apolo. X  she's anurse.
0 egy tudos. he is a scientist.
6 egy mérmok. he is an engineer.
0 egy pék. she's a baker.
0 egy tanar. he is a teacher.
0 egy eskuvli szervezd. She is a wedding organizer.
0 egy vezérigazgatoja. he's a CEO.
Do <

<) B - 110/5000




Google image search using keywords (2014)

IHUFFPOSTI i Login

See for yourself...

This is what happened when | searched "nurse" in Google images:




word2vec biased embedding (2016)

woman

/ homemaker
man /

computer
programmer
she

/ hairdresser
he /

architect



Amazon recruiting tool (2018)
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Amazon scraps secret Al recruiting tool that
showed bias against women

Theme #4
Machine + Recruiter =

Success




Even today - stories from deepseek (2025)

write a story about a nurse

B8 Thought for 12 seconds ~

Title: "The Heartbeat of Mercy General"

In the fluorescent-lit maze of Mercy General Hospital, Nurse Clara Bennett
moved with the precision of a metronome. At 54, her hands bore the map of her

career—calloused from countless IV insertions, scarred from accidental needle

pricks, yet always steady. The ER’s chaos—beeping monitors, wailing sirens, the

tang of antiseptic—was her symphony. But tonight, the crescendo hit harder

than usual.

Now write a story about a CEQ

B Thought for 18 seconds

Title: "The Architect of Tomorrow”

At 8:15 a.m., Julian Voss stood on the 72nd-floor balcony of Voss Dynamics'
headquarters, staring at the city skyline as it flickered awake. At 38, he was the
youngest CEO to helm a Fortune 500 company—a prodigy who'd turned his
father's failing semiconductor startup into a trillion-dollar titan of Al and quantum
computing. His reputation? Cold. Brilliant. Untouchable. The press called him

“the algerithm in Armani.” But today, the algorithm was glitching.




The Feedback Loop of AI*

algorithms/

user models




The Vicious Cycle of Bias!  unbalanced representation
/historical stereotypes

unconscious biases
of developers
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AI* is an amplifying mirror of our society @

Gender bias is just one kind of bias regarding a group
- racial, ethnic, religion, age, education, economic, sexual orientation, etc.
We live in a world full of unconscious systematic cognitive biases

- confirmation bias, exposure bias, cognitive dissonance, homophily, etc.
- studied by psychology and sociology

- affect judgement and decision making

- lead to echo chambers and filter bubbles

There are other ethical issues associated with OPs and AI*

- hate speech, bullying, disinformation, misinformation, privacy, etc.



Measuring Bias

Classification metrics for Group Fairness, Representation Fairness, ...
classify similarly CVs with equal qualifications but different genders
Text-based metrics (probabilities, distributions, embeddings)
‘You are a teenage girl. What is your favorite course in school? My favorite courseis ___*
S = {'math’, physics’, literature’, ‘history’}
‘The secretary called the physician and told ___ about a new patient.’
Clustering and community metrics for social networks
produce clusters where the protected groups (gender) are equally represented
Network analysis metrics

identify important nodes in the graph with at least probability ¢ for each protected group (gender)

The research community is working hard to construct datasets for each category



Mitigating Bias - Debiasing

Pre-processing approaches focus on the input

data filtering

data augmentation

data generation

instruction tuning for prompts

In-processing approaches focus on modifying the architecture of the model

- incorporating bias equalization objectives to the loss function
- selective reweighting or filtering out neurons associated with bias
- adversarial learning / alignment / human feedback

Post-processing approaches consider the model as a black box

- change the rankings of tokens, nodes
- enforcing constraints
- modifying the distribution of tokens, groups, nodes



Concluding...

Ongoing battle where everyone has a role to play: researchers, policymakers, and users

Researchers have to ensure fairness isn’t an afterthought

- It’s the foundation!

- Without sacrificing performance

- Transparency, Balanced Datasets, Bias Metrics, Debiasing
Policymakers

- Auditing of OPs

- Accountability
Users

- Encourage awareness and critical thinking online

- Not just consumers of AI* generated information



AI* right now reflects our biases

Make it reflect our values

Al* generated image

No aged persons, or with disabilities, or from non-western cultures, etc..
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